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ABSTRACT
HTTP adaptive streaming video flows exhibit on-off be-
haviour, with frequent idle periods, which can interact poorly
with TCP’s congestion control algorithms. New congestion
window validation (NewCWV)modifies TCP to allow senders
to restart more quickly after certain idle periods. While pre-
vious work has shown that New CWV can improve trans-
port performance for streaming video, it remains to demon-
strate that this translates to improved application level per-
formance, in terms of playback stability. In this paper, we
show that enabling New CWV can reduce video re-buffering
events by up to 4%, and limit representation switches by 12%,
without any changes to existing rate adaptation algorithms.
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1 INTRODUCTION
Video streaming over HTTP is commonplace, and comprises
the majority of Internet traffic [30]. Performance of HTTP
adaptive streaming is generally good, and gives a high-quality
user experience.
There are, however, some scenarios where HTTP adap-

tive streaming performs poorly [19, 33]. In particular, the
interaction between the on-off traffic patterns generated by
chunked streaming applications and TCP congestion control
algorithms can reduce the performance of throughput-based
video rate adaptation schemes [6, 34]. In some cases, this
is due to TCP’s congestion window validation (CWV) [28]
algorithm, which, while preventing TCP clients from send-
ing using stale knowledge of the network, has been shown
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to negatively impact the throughput of rate-limited applica-
tions [25], including HTTP adaptive streaming. New conges-
tion window validation (New CWV) [13] has been proposed
to address this. Prior work [25] has demonstrated that New
CWV has the desired transport layer impact, but it remains
to show that this translates to improved quality of experi-
ence (QoE) performance at the application layer. This is not
guaranteed, given the complexity that exists at both layers,
and that results from their interaction. For example, large
discrepancies between the video’s bandwidth requirements
and the available link capacity, or the requirement for stable,
long-lived connections in modern streaming video players
(e.g., dash.js [11]), can influence rate adaptation [32].

In this paper, we investigate whether enabling New CWV
improves video playback stability, and more generally, im-
proves video QoE. To test our hypothesis, we compare two
video streams using TCP New Reno, one with CWV and with
New CWV. We collect standard video performance metrics,
including bit-rate oscillation, and stall time, to measure sta-
bility and QoE. Further, to quantify the impact of New CWV
with respect to the inferred network state at the client, we
also record the immediate and smoothened client’s current
link capacity estimations for each delivered video chunk.

In particular, we make the following contributions: (i) an
implementation of NewCWV for Linux (kernel version 5.4) 1;
(ii) a testbed setup for evaluating New CWV’s application
layer impact; and (iii) results that demonstrate that New
CWV improves video stability, with a 12% reduction in bit
rate switches, and a 4% reduction in rebuffering time.
To the best of our knowledge, this is the first paper that

studies New CWV’s application layer impact. Nazir et al. [25]
demonstrated New CWV’s effect on the transport layer: we
validate their results in §3.2. There has been a large amount
of work that has proposed new application layer rate adapta-
tion algorithms [15, 24, 37]. In contrast, we only change the
transport algorithm and leave the application as is, studying
the transport’s impact on the application. Improving per-
formance via transport layer modifications could allow for
simpler rate adaptation algorithms at the application layer.
We structure the remainder of this paper as follows. In

Section 2, we introduce TCP congestion window validation,
including its limitations with respect to HTTP adaptive video
flows, before describing New CWV. Section 3 describes our
1The code used in this paper will be made available with the camera-ready
version.
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Figure 1: Illustration of cwnd growth following an idle
period

experimental setup, and the transport and application layer
impact of enabling New CWV. Section 4 describes related
work, and Section 5 concludes.

2 CONGESTIONWINDOW VALIDATION
In HTTP adaptive streaming, a server provides pre-encoded
video chunks in different representations, each encoded at
multiple bit rates, while the client, using a rate adaptation
algorithm, determines the best representation to request
at any given time. The goal of the client is to maximise
QoE within the network’s capacity. This can be a challenge
since different, often contradictory, QoE heuristics need be
considered simultaneously [31].
Throughput-based rate adaptation algorithms for HTTP

adaptive streaming use an estimate of the current network
conditions to determine the representation that should be
requested. These algorithms require a stable and accurate
throughput estimate in order to perform well. However, the
interaction between the on-off traffic pattern of streaming
video and TCP’s congestion control algorithm can lead to
significant fluctuations in throughput, impacting the perfor-
mance of throughput-based rate adaptation algorithms.

In particular, during the idle periods in video transmission
between chunks, the TCP congestion controller’s knowledge
of the network capacity becomes stale. To avoid sending
with a possibly unrepresentative congestion window, the
congestion window validation [28] (CWV) algorithm resets
the TCP congestion window (cwnd) to its initial value and
forces the connection to re-enter slow-start after an idle
period. Figure 1a illustrates the behaviour of CWV following
an idle period. CWV has become standard practice [8], and
is enabled by default in the latest stable Linux kernel (5.4).
However, re-entering slow-start like this, results in packet
loss once the CWND grows beyond the link capacity (Figure
2a). This was found to not interact well with HTTP adaptive
streaming and other application-limited transmissions [12].
To address this, new congestion window validation [13]

has been proposed. One of the modifications in New CWV
is that rather than relying on slow-start until packet loss to
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Figure 2: Resumption after an idle period

re-discover an appropriate cwnd value after an idle period,
New CWV preserves the cwnd before the idle period as its
slow-start threshold (ssthresh), i.e., it uses that value to later
exit the slow-start phase. Figure 1b shows the growth of
cwnd following an idle period under New CWV.
To evaluate the transport performance of New CWV, we

have implemented the algorithm within the Linux kernel.
We used [3] as a base, which provides a Kernel 3.18 imple-
mentation. Our implementation altered two files adding 143
and removing 49 lines of code. We use this implementation
to better illustrated the impact of New CWV on flows restart-
ing after an idle period, as shown in Figure 2. As shown, the
connection using New CWV uses the previously set ssthresh
value and leaves slow-start early. This results in New CWV
connections not experiencing any packet loss (Figure 2b),
after reaching their set ssthresh value in the third flight of
packets after restarting. In contrast, if the same connection
used CWV, the senders would not have preserved the ssthresh
value that way and would rely on loss to exit slow-start, as
seen at the end of the third and fourth flights of packets in
Figure 2a. In the presented case, CWV enters congestion
avoidance around 160 milliseconds after the transmission
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restart (Figure 2a), while New CWV is able to enter conges-
tion avoidance around the 110th millisecond mark (Figure
2b).
Overall, New CWV results in fewer lost packets, and re-

turns to its previous sending rate without overshoot after
loss, giving more predictable transmission.
New CWV has previously been shown to improve the

transport layer performance of rate-limited applicationswhen
compared with CWV [25], and our implementation and the
results we have presented here validate that. It remains to
show how this translates into application layer performance,
particularly since this is not guaranteed [33]. In Section 3,
we first validate the results of Nazir et al. [25], before testing
our hypothesis that New CWV will enable applications to
obtain more consistent throughput estimates, and, in turn,
improve the stability of throughput-based rate adaptation
algorithms.

3 EVALUATING NEW CWV FOR VIDEO
We first describe our experimental setup (§3.1), which we
use to investigate the transport layer impact, verify whether
New CWV connections obtain more consistent throughput
estimates (§3.2), and later to also investigate the applica-
tion impact, and more specifically, the difference on video
QoE that New CWV connections observe (§3.3). Finally, we
summarise our findings (§3.4).

3.1 Experimental Setup
Our evaluation testbed consists of a network emulated in
Mininet, running on Ubuntu 20.04, as shown in Figure 3. Both
the server and its clients use TCP New Reno, widely used for
video delivery [23]. In addition, both are running a modified
Linux Kernel (5.4.0). The modifications include a version of
New CWV ported to that kernel, alongside RFC 3339 [26]
compliant timestamps, to enable better event tracking with
higher timing precision. tcpdump is used to allow network
activity to be reconstructed, whichwe use to study the packet
loss.

The server uses nginx (version 1.18) with HTTP/2 delivery
enabled. The server provides three representations of Big
Buck Bunny [1], encoded at 480p (requiring bandwidth of
0.44Mbps), 720p (2.64Mbps), and 1080p (4.82Mbps). Each
representation is provided in chunks that are 3 seconds in
duration.

Each client uses Firefox (version 91) with the dash.js (ver-
sion 4.0.0) player. While the current state-of-the-art rate
adaptation algorithm is DYNAMIC [32], we opt to use the
throughput algorithm for our experiments. DYNAMIC com-
bines the throughput algorithm with an enhanced version
of the BOLA algorithm [33]. By using the throughput algo-
rithm, our evaluations focus on the impact that the transport
layer has on throughput estimation at the application layer.
Our findings are applicable to the DYNAMIC algorithm, es-
pecially in scenarios where the throughput component of
the algorithm is used (e.g., in low-latency, live streaming
applications).

The network is configured with a bottleneck RTT of 40ms,
a reasonable value to emulate connections within a country
or region. The routers’ queues are sized to the bandwidth de-
lay product. Three different bandwidth profiles are evaluated,
representing DSLv2 (10Mbps), FTTC (50Mbps), and FTTP
(145Mbps) links; e.g., as are typical in the UK [5]. Below we
show the results for the DSLv2 and FTTC links. However, as
higher resolution video and other network-heavy operations
such as virtual reality environments become more available
we expect the issues observed could translate to the links
with higher capacity (i.e. FTTC and FTTP).

To evaluate the impact of congestion and competing flows,
each simulation was run with multiple clients (1, 2, 3, and 5
clients) simultaneously requesting video. Finally, to reduce
noise, we ran each combination of CWV or New CWV, num-
ber of clients, and link type, 10 times before reporting the
average results. The results presented includes data accumu-
lated from 240 simulations (2 algorithms × 3 link types × 4
client variations × 10 repetitions).
During each run we collect the client’s bandwidth esti-

mations. Additionally, to evaluate the video QoE impact we
collect information to report the rebuffer ratio and the bitrate
switch frequency distribution.

3.2 Impact on Transport Performance
New CWV alters TCP’s cwnd sizing behaviour, allowing it
to recover more quickly after an idle period in an active
TCP connection. As shown in Figures 1b and 2b, New CWV
avoids the packet loss associatedwith CWV, andwe therefore
expect clients to report more stable available link bandwidth
estimates.
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To evaluate this hypothesis, we collect the client’s “in-
stantaneous” and “smoothed” bandwidth estimates. The “in-
stantaneous” estimate is obtained by dividing the size of
the chunk, in bytes, by the time taken to download it. The
“smoothed” estimate takes the “instantaneous” estimate, but
combines it with other factors, including historical measure-
ment data, and “safety” or dampening factors. In short, the
former is the throughput measurement as seen by the end-
point, while the latter is the input value to the client’s rate
adaptation algorithm.
Figure 4 shows the instantaneous and smoothed avail-

able throughput as calculated by the clients. In particular, all
FTTC scenarios (Figure 4b), New CWV has a steeper gradi-
ent. This indicates that the throughput estimates are more
consistent, falling within a tighter range of values. Since
clients are able to leave slow-start earlier, cwnd oscillates
less when compared to clients using CWV. In addition to be-
ingmore consistent, clients with NewCWV enabled reported
estimates that were lower overall. This can be explained by
the behaviour of CWV illustrated in Figure 1a: CWV will al-
ways reach the maximum link capacity because of its longer
slow-start phase. These findings confirm the results reported
by Nazir et al. [25], and support our initial hypothesis that
the streaming clients measuring throughput will be able to
obtain estimates that are more stable.

We illustrate the impact of New CWV on packet loss rates
in Figure 5. New CWV consistently achieves lower loss rates
when compared to CWV,withNewCWVconnections having
packet loss rates that are up to half that of CWV connections.
As explained in Section 2, New CWV exits slow-start earlier,
does not overshoot its window, and therefore is able to avoid
the loss seen near the end of slow-start that CWV experiences
(Figure 2). Nazir et al. [25] observed similar loss values both
when New CWV is enabled and when it is not; we believe
this due to the much larger RTT value they used.

3.3 Impact on Video QoE
To evaluate whether the improved transport layer perfor-
mance of New CWV translates into improved QoE at the
application layer, we report results for the rebuffer ratio
and the bitrate switch frequency. We report results for the
DSL evaluations, as this link type, in combination with the
video encodings used, best highlights the scenario in which
New CWV is most beneficial. With FTTP the combination of
clients and video encodings enabled all clients to stream at
the highest quality without hitting the link limits. This was
also the case for all FTTC simulations, with the exception
of the 5 client one. In that scenario, we observed a similar
pattern as that shown for DSL. We believe that the problem
we describe here is applicable to faster links as network de-
mands increase, with higher resolutions being widely used

or as other network-heavy applications start competing for
the links’ resources (e.g., virtual and augmented reality).
Figure 6 shows the observed bitrate switch distribution.

The proportion of the requested chunks (y axis) is shown
using a logarithmic scale. The representation change (x axis)
is the magnitude of the chunk-by-chunk bit rate switches.
For example, if a chunk is requested at the same bit rate as
the preceding chunk, the difference is zero. If the chunk is
of the next higher encoding, compared to its predecessor,
the difference is 1, and if it is of the next lower encoding the
difference is -1, and so on. We see that for the case with 5
clients, connections without New CWV experience non-zero
quality switches for 17.4% of the video duration, compared to
5.7% for connections with New CWV. For a video consisting
of just over 200 chunks, an 11.7 percentage point difference
means that, on average, New CWV connections see 24 fewer
switches over the course of the video playback.

Figure 7 shows the percentage that the of the whole video
playback that the connection spent in rebuffering state, where
the video player stalled, and playback did not progress. Again,
looking at the 5 client case, we see that New CWV experi-
ences less rebuffering overall. The mean rebuffering values
for the 5 client case are 5% and 1.5% for CWV and New CWV
respectively. For a 10 minute video, this 3.5 percentage point
difference accounts for over 21 seconds of rebuffering time.

We conclude that New CWV achieves higher video stabil-
ity whenmultiple clients are competing on a constrained link,
with improved encoding stability and decreased rebuffering
time. We have observed this behaviour mainly on the simu-
lated DSL link, since our highest video encoding is just under
5Mbps, however, we note that in practice higher encodings
are also used [4].

3.4 Summary
We have validated the throughput results observed by Nazir
et al. [25] (Figure 4), but also observed higher packet loss
where New CWV is not enabled (Figure 5). Furthermore,
our results demonstrate that New CWV’s more consistent
bandwidth measurements (Figure 4) translate to fewer rep-
resentation switches (Figure 6). We also conclude that the
more consistent measurements better match the available
network conditions, allowing clients using New CWV to
better adapt to the constraints of the bottleneck link, and
thus to request chunks that can be delivered on time without
need of rebuffering (Figure 7).

4 RELATEDWORK
New CWV enhances the CWV algorithm [28]. Both CWV
and New CWV attempt to solve the issue of connection
resumption after an idle period in which TCP’s view of the
network has become stale. While CWV addresses the issue
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Figure 4: dash.js client throughput measurements
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for bulk, network-limited applications, New CWV improves
the algorithm for rate-limited applications. As a result of their
changes, both algorithms alter TCP’s send rate. Altering the
send-rate of TCP should be taken with caution, such that
it does not send too fast to cause congestion collapse [16]
but also, to not let other TCP flows have significant effect on
their operation (TCP friendliness). The core idea, of altering
TCP’s sending dynamics, is not new. Building on work by
Mathis et al. [22] and Padhye et al. [27], there has been a
significant number of proposals on TCP friendliness and rate
control [7, 14, 29], including for multimedia [9, 10]. These

proposals show that it is possible to alter the transport’s
sending dynamics while remaining friendly to other Internet
traffic.
While the transport layer is ever evolving, adaptation

algorithms in the application layer have so far attempted to
mask the transport behaviour. As such, three main concepts
for adaptation algorithms have been proposed: throughput-
based [17, 35], buffer-based [15, 33], and hybrid [32, 36].
Rate-based solutions [20, 21] have also been proposed, but
these are yet to be accepted by the DASH industry forum [2].
Work on adaptation algorithms has slowed, with most

recent proposals optimising for specific use cases (e.g., [18]).
Partly, this is because of the diminishing returns obtained by
increasingly complex algorithms [37]. In this work, we iden-
tified cases (e.g., multiple clients competing on a constrained
link) where the current state-of-the art algorithms perform
poorly. We showed that transport changes, e.g., enabling
New CWV, can have positive QoE impact, with up to 4%
points of improved rebuffering and 12% points of more sta-
ble chunk selection. We hope to open a discussion and allow
more researchers seeking to improve adaptation algorithms
to look into adapting the transport layer to better suit video
traffic.
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We believe that with changes to the transport layer, sim-
ple, network-reactive, throughput algorithms will be able
to perform comparable to other more complex solutions,
such as buffer-based or the dynamic algorithms. In turn, this
might enable new work in the field to focus on other aspects
improving the adaptation process and not to try and mask
the transport’s behaviour.

5 CONCLUSIONS
In this paper, we have shown that enabling New CWV im-
proves video playback stability. We compared video delivery
with CWV and New CWV, and validated the results shown
by previous work [25]. We reported video delivery scenarios
using emulated links representative of connections within
a country or region, and examined scenarios with different
numbers of clients. We found that enabling New CWV, a
transport layer change, can improve application layer per-
formance, reducing the number of encoding switches by up
to 12% points and rebuffering time by up to 4% points. To
sum up, we have shown that transport changes are able to
improve the application QoE. We have also shown that these
transport changes make the transmission more predictable.
We believe, that these improvements would allow simple
throughput algorithms to compete with the current state

of the art that attempts to mask the transport behaviour. In
turn, this might remove the need for adaptation algorithm
implementers to mask the transport behaviour, and could in-
stead allow them to focus on other aspects of the adaptation
process.

Future work might look at the performance of these algo-
rithms under more dynamic environments, for example, if
all clients join the session at random times or in the presence
of other cross-traffic.
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